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The widespread adoption of digital media technologies has 
generated substantial public and academic interest in under-
standing the diverse uses and effects that these media enable. 

Across almost all areas of social science research, whether research-
ers are studying digital media use in the context of persuasion, per-
sonal well-being, productivity, anxiety, aggression or other physical, 
psychosocial or political phenomena, technology (or media) use is 
frequently adopted as a key predictor or outcome variable. A par-
ticularly vivid example is the debate around the impacts of digital 
media use on psychosocial well-being1. Some scholars conclude that 
media use has “destroyed a generation”2, while others decry these 
claims, suggesting that current concern is merely this generation’s 
manifestation of a “Sisyphean cycle of technology panics”3.

Progress towards resolving these debates and developing a deeper 
understanding of the role of media use in human behaviour requires 
“transparent and robust analytical practices”4, but also confidence 
that the measures that are adopted to assess use of digital media 
are valid indicators of actual usage patterns5,6. Before conclusions 
can be made about media use and the effects thereof, we must first 
trust not only the theoretical models posed in studies but, perhaps 
more importantly, the measures used to produce data to test these 
models. The validity of media use measures is central to the validity 
of empirical research on media uses and effects5. While media use is 
inherently an observable behaviour, despite longstanding criticisms 
of the accuracy and validity of media use self-report measures7–12, 
the majority of research treats media use as a latent variable, with 
scholars typically relying on retrospective self-report measures to 
quantify various forms of media use13–15.

These self-report measures typically index either the time spent 
using all media (that is, screen time), the time spent using spe-
cific media or the frequency or volume of total or specific media 

use16. In many cases, rather than focusing on the use of a particular 
medium (for example, a specific social networking service), mea-
sures concern the use of metamedia (for example, a smartphone 
or the Internet) that themselves contain a multitude of constituent 
media (for example, various social networking services or instant 
messaging applications)17. Responses are typically collected in the 
form of single-point estimates or Likert-type scales. In addition, 
despite concerns about construct validity and measurement valida-
tion procedures18–20, researchers frequently use self-report measures 
of problematic media use (including excessive usage among other 
conceptualizations) to make claims about the drivers and outcomes 
of media use itself19,21–23.

A substantial body of psychometric research demonstrates that 
self-reported measurement of behaviour can be highly unreliable, 
with participant responses being prone to cognitive, social and com-
municative biases24–27. Schwarz and Oyserman26 argue that “even 
apparently simple behavioural questions pose complex cognitive 
tasks” for participants. In addition to question comprehension—
which has been shown to impact response accuracy with changes 
in item wording, formatting, or order impacting outcomes26,28,29—
accurate recall of behaviour is also affected by various cognitive 
limitations in autobiographical memory26,30. These limitations are 
particularly apparent for behaviours that are frequent and highly 
integrated into respondents’ lives24,26,30. This makes them difficult 
to distinguish and retrieve accurately. Self-reports of behaviour are, 
consequently, an index of what respondents believe that they do—
their perceptions of their own behaviour—and not necessarily what 
they actually do5,31.

Accurate estimation of media use is affected not only by these 
well-established factors that affect survey response behaviour24,26,27 
but also by the fact that the use of media is likely to be especially 
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difficult to report accurately. Typically, people use multiple media 
simultaneously (for example, using Facebook while listening to 
music or checking emails) and embed media use alongside other 
non-media activities (for example, watching sports or face-to-face 
socializing), which creates difficulty when disentangling specific 
behaviours. Furthermore, media use frequently consists of numer-
ous micro-interactions32, further blurring the distinction between 
media and non-media activities33. Therefore, given the known dif-
ficulties in estimating frequent behaviours that are highly integrated 
into respondents’ lives24, media use is likely to be particularly dif-
ficult to recall and to estimate accurately without suitable measures 
that can help guide unbiased responses. Consequently, the valid-
ity of self-report measures of media use is likely biased not only 
by well-known factors that impact the accuracy of self-reports of 
behaviour but also by the difficulty of the estimation task itself.

Over the last decade, the adoption of data-intensive approaches 
for measuring media use has accelerated. In parallel with general 
developments in personal analytics have come tools that enable 
researchers to directly measure complete device use, network or 
call traffic, or even the use of specific applications and services13,34,35. 
These developments have led to a number of investigations con-
sidering the associations between self-reported and logged media 
use. Early research showed that, for calling and texting on mobile 
phones, self-reports correlate only moderately with network pro-
vider logs36,37. Comparisons between digital trace data of Internet 
use and self-reported use have indicated similarly moderate correla-
tions5. Recently, Ellis et al.21 compared responses for ten scales and 
three single estimates for either general or problematic use of smart-
phones with relevant tracking data. While all self-report measures  
positively correlated with device use, effect sizes were small—a  
pattern that seems to hold across a number of studies5,32,36,37.

These data suggest that self-reported and logged measures, 
rather than simply serving as different ways to measure media use, 
may in fact capture distinct constructs31,38. Log-based techniques, 
although they are not without their own biases and shortcom-
ings5,35,39,40, provide a more direct and likely more accurate mea-
sure of media use than self-report5,21,32,41. As such, there exists a 
need to assess systematically whether self-reported media use is an 
accurate indicator of actual usage patterns. To address this knowl-
edge gap, we conducted a pre-registered systematic review and 
meta-analysis of research wherein both self-reported and logged 
media use were assessed. Additionally, we assessed whether indi-
viduals tend to under- or over-report their media use and whether 
these outcomes depend on various media, methodological or 
participant-related characteristics.

Results
After describing the included studies, we consider correlations 
between self-reported and logged measures of digital media use. 
This is followed by an analysis of potential moderating factors 
in this analysis. In the next section, we investigate correlations 
between logged usage and self-reports of problematic use. Finally, 
we consider the degree to which self-reports are either under- or 
over-reported relative to logged data. Unless otherwise indicated, 
all analyses were pre-registered42. All materials needed to repro-
duce the results are available through the Open Science Framework 
(https://osf.io/dhx48/).

Included effect sizes. The initial search produced 12,132 results. 
After screening for eligibility (Fig. 1), 47 records were included 
in the final sample, with 45 either published or available as pre-
prints5,21,31,32,36–39,41,43–77 and two included on the basis of unpub-
lished raw data received directly from the authors (Burnell et al., 
unpublished manuscript; Geyer et al. unpublished manuscript). 
From these records, 106 effect sizes were included in the analyses. 
Supplementary Table 1 provides a summary of the included effect 

sizes for measures concerning digital media use, and Supplementary 
Table 2 provides a summary for measures of problematic use.

To evaluate the association between self-reported and logged 
media use, 66 effect sizes from 44 studies were considered. Across 
these comparisons the total sample size is 52,007. On average, a 
comparison involved 787.99 participants (s.d. 1,621.27, median 166, 
minimum 20, maximum 6,598). In a second, separate meta-analysis, 
we investigated associations between self-reported problematic use 
and logged measures of use. This analysis included 40 effect sizes 
from 19 studies, with a total sample size of N = 5,552. On average, 
a comparison involved 138.8 participants (s.d. 92.79, median 139.5, 
minimum 14, maximum 294). Finally, to assess whether individu-
als tend to systematically under- or over-report their media use, we 
included 49 comparisons from 30 studies and a total sample size of 
N = 17,523, with an average sample size of 357.61 participants (s.d. 
955.62, median 159, minimum 20, maximum 6,598).

Acknowledging general shortcomings of study quality assess-
ment in systematic reviews78–80, using the quality of survey studies in 
psychology (Q-SSP) checklist81, we classified a majority of included 
papers as acceptable in quality (55.56%), with the remainder con-
sidered lower in quality. The mean quality score (out of 100) is 66.60 
(s.d. 10.78). Notably, while the Q-SSP includes 20 items, scores for 
five items (sample size justification, measurement description, 
information about the person(s) collecting the data, information 
about the context of data collection and the relation between the 
discussion and the population of interest) primarily accounted for 
lower quality ratings. Overall, given the exploratory nature of many 
studies in our sample, while there is room for improvement, we con-
sider the quality of evidence to be acceptable for our syntheses.

Correlations between self-reported and logged media use. The 
correlation between self-reported and logged measures of digital 
media use was calculated with robust variance estimation (RVE), 
revealing a relationship that was positive but only medium in mag-
nitude (r = 0.38, 95% CI 0.33–0.42, P < 0.001) given conventional 
effect size interpretations. Figure 2 shows a forest plot of the effect 
sizes included in this analysis. Egger’s regression test (incorporat-
ing RVE per the Egger–sandwich test)82, indicated no evidence of 
small study bias in this sample (β = 0.55, P = 0.136); see Fig. 3a for a 
contour-enhanced funnel plot.

Influence diagnostics, performed with the ‘metafor’ package83, 
indicated a single outlier in this sample50 (n = 45, r = 0.87). A sen-
sitivity analysis excluding this outlier produced a summary effect 
size that was almost the same as the original analysis (r = 0.37, 95% 
CI 0.33–0.42, P < 0.001). Similarly, a sensitivity analysis excluding 
the only effect size that was extracted using the web plot digitizer 
tool52 showed an effect size comparable to the original analysis 
(r = 0.38, 95% CI 0.34–0.42, P < 0.001). In a final sensitivity analy-
sis, we considered whether the results presented in peer-reviewed 
studies differed from non-peer-reviewed studies. Of the 66 included 
effect sizes, 10 (15.15%) were not peer reviewed at the time of inclu-
sion (Supplementary Table 1). While the effect size is larger in 
peer-reviewed (r = 0.39, 95% CI 0.34–0.44, P < 0.001, k = 56) than 
in non-peer-reviewed (r = 0.31, 95% CI 0.21–0.41, P < 0.001, k = 10) 
effects, the difference is not statistically significant (β = −0.08, 95% 
CI −0.21 to 0.04, P = 0.164).

Impact of moderators on the correlational effect size. There was 
a high level of heterogeneity in the included effect sizes (Q(63) = 
734.89, P < 0.001; with RVE: T2 = 0.012, I2 = 92.18%) for the cor-
relation between self-reported and logged media use. Therefore, 
following our protocol, three moderator analyses were conducted 
to attempt to identify possible sources of heterogeneity. While suf-
ficient data were available for self-report form (scale, k = 6; estimate, 
k = 60) and self-report category (duration, k = 47; volume, k = 19), 
only two levels for medium (phone, k = 49; social media, k = 13) met 
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our requirements, with the three remaining levels holding insuffi-
cient observations (internet, k = 2; games, k = 1; computer, k = 1). 
Therefore, deviating from our analysis plan, we only considered 
effect sizes for studies investigating use of phones or social media in 
the moderator analysis for medium.

Table 1 summarizes the results of the three moderator analyses as 
well as the subgroup analyses for each moderator level considered. 
For medium type, because we only included a sub-sample of effect 
sizes, we first calculated a summary effect size for studies targeting 
use of a phone or social media and found it to be comparable to the 
overall correlation (r = 0.37, 95% CI 0.32–0.42, P < 0.001). As is evi-
dent in Table 1, while the correlation is smaller for social media than 
for phones, this difference was not statistically significant. Similarly, 
for self-report form, while the small number of studies using scales 
(k = 6) impacts interpretability, we found that the difference in the 
magnitude of the association between scales and single estimates 
was not statistically significant. Finally, we found no evidence that 
the association between self-reported and logged measures of media 
use differs between measures concerning either the duration or the 
volume of use.

Four additional post hoc moderator analyses (Methods) were 
conducted to further explore possible sources of heterogeneity. 
Given currently available data, no evidence was found that the asso-
ciation between self-reported and logged measures of media use 
differs by population (F(3, 6.57) = 0.42, P = 0.745), data collection 

design (F(2, 21.2) = 0.90, P = 0.423) nor the logging method adopted 
(F(3, 16.9) = 1.4, P = 0.279). Extended Data Fig. 1 provides a sum-
mary of the subgroup analyses for each moderator level included 
in these analyses. Finally, a single post hoc, multiple-moderator 
model was produced to account for potential confounds among 
the three original, pre-specified moderators (medium, measure 
type and self-report form). An omnibus test using the approxi-
mate Hotelling–Zhang test provided no evidence for a moderating 
effect (F(5, 10.1) = 0.457, P = 0.718), with comparable results for 
medium (β = −0.03, 95% CI −0.16 to 0.10, P = 0.663), measure type 
(β = −0.01, 95% CI −0.15 to 0.12, P = 0.842) and self-report form 
(β = 0.15, 95% CI −0.17 to 0.44, P = 0.278). Additionally, heteroge-
neity remained high (T2 = 0.015, I2 = 89.78%).

Correlations between self-reported problematic and logged 
media usage. The correlation between self-reported problem-
atic and logged use (calculated with RVE) was positive but small 
(r = 0.25, 95% CI 0.20–0.29, P < 0.001), with a low level of heteroge-
neity (Q(41) = 60.21, P = 0.016; with RVE, T2 = 0.004, I2 = 29.41%). 
Figure 4 presents a forest plot for this analysis. Egger’s regression 
test (incorporating RVE)82 indicated no evidence of small-study 
bias (β = 0.34, P = 0.246; see Fig. 3b for a contour-enhanced funnel 
plot). Influence diagnostics did not reveal any outliers. However, 
because five included effects were reported in non-peer-reviewed 
studies, we considered whether this influenced the outcome. 
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Fig. 1 | PRISMA flow diagram for the study inclusion process. A total of 47 records fulfilled the eligibility criteria.
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For peer-reviewed studies, the correlation was estimated with 
RVE, while for non-peer-reviewed studies, there were insuffi-
cient observations so a random-effects (RE) intercept-only model 
was calculated. No meaningful difference was observed between 
peer-reviewed (r = 0.25, 95% CI 0.19–0.31, P < 0.001, k = 35) and 

non-peer-reviewed (r = 0.25, 95% CI 0.15–0.34, P < 0.001, k = 5) 
effects (Qb(1) = 0.01, P = 0.973).

Accuracy of self-report measures. Of the 49 included compari-
sons, only three (6.12%) mean self-reported media use estimates 
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Fig. 2 | Forest plot of effect sizes for studies included in the meta-analysis for the association between self-reported and logged measures of digital 
media use. Individual Pearson’s r estimates are depicted by filled squares whose size indicates the relative weight of each effect size estimate in the 
meta-analysis. The filled diamond represents the overall summary effect size (r = 0.38, 95% CI 0.33–0.42, P < 0.001). The error bars and diamond width 
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association would be sufficient to conclude that the measures are appropriate substitutes for one another.
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fell within 5% of the logged mean. Despite this, similar proportions 
of studies reported mean self-reports of media use that were either 
over- (k = 23, 46.94%) or under-reported (k = 23, 46.94%) relative 
to the logged measure. To produce a summary effect size, we cal-
culated the weighted ratio of means (incorporating RVE after log 
transformation) between self-reported and logged measures of 
media use and found that, across studies, participants over-reported 
their media use (R = 1.21, 95% CI 0.94–1.54, P = 0.129). However, 
given that the confidence interval for this result includes indicator 
values for under-reported and accurately reported media use, the 
evidence is insufficient to conclude whether estimates are typically 
under- or over-reported compared with logs of media use. Figure 5 
shows a forest plot for the effects included in this analysis.

Egger’s regression test (incorporating RVE)82 showed no evi-
dence of small-study bias (β = 0.62, P = 0.41; see Fig. 3c for a 
contour-enhanced funnel plot). Influence diagnostics indicated a sin-
gle outlier50 (n = 45, r = 0.87, self-report mean of 73 min, self-report 
s.d. of 59 min, logged mean of 4 min, s.d. of 6 min; R = 18.25, 5% CI 
14.05–23.71). A sensitivity analysis excluding this outlier produced 
a summary effect size similar to the original analysis (R = 1.18, 95% 
CI 0.95–1.48, P = 0.136). Of the 49 effects, nine (18.37%) were not 
peer reviewed at the time of inclusion (Supplementary Table 1).  
A sensitivity analysis excluding these studies found no statisti-
cally significant difference between peer-reviewed (R = 1.30, 95% 
CI 0.97–1.75, P = 0.075) and non-peer-reviewed (R = 0.89, 95% 
CI 0.57–1.40, P = 0.543) effects (β = −0.367, Exp(β) = 0.69, 95% 
CI 0.41–1.16, P = 0.133). A second sensitivity analysis excluding 
two effects that were included after using the web plot digitizer48,54 
showed results comparable to the overall analysis (R = 1.21, 95% CI 
0.94–1.56, P = 0.141).

Moderators of reporting accuracy. There was a high level of het-
erogeneity in the sample (Q(48) = 7,254.71, P < 0.001; with RVE, 
T2 = 0.32, I2 = 99.50%). Two moderator analyses were planned 
a priori to investigate possible sources of heterogeneity. For 
medium, only two levels (phone, k = 41; social media, k = 5) held 
sufficient data, with too few observations reported for the remain-
ing levels (internet, k = 1; games, k = 1; computer, k = 1). For the 
self-report category, there was sufficient data for measures of dura-
tion (k = 35) and volume (k = 14). For the type of medium, as is 

evident in Table 2, the summary effect size for studies including 
both self-report and logged measures of phone use was comparable 
to the overall analysis. For social media, while the effect size indi-
cates a higher degree of over-reporting, the Satterthwaite degrees of 
freedom for the model were less than 4, indicating a high probabil-
ity of a type I error. Consequently, for medium type, no moderator 
analysis was conducted. For self-report category, while measures of 
duration showed a larger degree of over-reporting compared with 
measures of volume, which indicated under-reporting, the differ-
ence was not statistically significant (β = −0.44, Exp(β) = 0.64, 95% 
CI 0.41–1.02, P = 0.056).

Four additional post hoc moderator analyses (Methods) were 
conducted to further explore possible sources of heterogeneity. 
Extended Data Fig. 2 reports detailed results for each moderator 
level. Overall, while differences were observed for various subgroups, 
we found no indication of a moderating effect of the study popula-
tion (β = 0.01, Exp(β) = 1.01, 95% CI 0.51–2.00, P = 0.969), data  
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Table 1 | Digital media usage correlations in moderator and 
subgroup analyses

Moderator k r β 95% CI P

Medium −0.03 −0.14 to 0.09 0.621

 Social media 13 0.35 0.27 to 0.43 <0.001

 Phone 49 0.38 0.31 to 0.45 <0.001

Self-report form 0.14 −0.16 to 0.42 0.265

 Scales 6 0.24 0.00 to 0.46 0.048

 Single estimates 60 0.39 0.34 to 0.43 <0.001

Self-report category −0.002 −0.13 to 0.13 0.978

 Usage duration 47 0.38 0.33 to 0.43 <0.001

 Usage volume 19 0.34 0.25 to 0.43 <0.001

Note: k is the number of included effect size estimates, r is the Pearson correlation coefficient,  
β is the meta-regression coefficient from a model in which a categorical moderator with two levels 
was entered as a predictor; 95% CI corresponds to the β coefficient for moderators or the r values 
for individual moderator levels; P corresponds to the β coefficient for moderators or the subgroup 
analysis for individual moderator levels.
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collection design (F(2, 12.7) = 3.4, P = 0.066) nor the logging method 
(F(3, 14.5) = 2.85, P = 0.074). Finally, a post hoc, multiple-moderator 
model was produced to account for potential confounds among the 
two original moderators (medium and measure type). The approxi-
mate Hotelling–Zhang test provided no evidence for a moderating 
effect (F(3, 16.5) = 0.103, P = 0.903), with comparable results for 
measure type (β = 0.00, Exp(β) = 1.00, 95% CI 0.87–1.15, P = 0.992) 
and no statistically significant effect for medium (β = −0.03,  

Exp(β) = 0.97, 95% CI 0.86−1.09, P = 0.646). While reduced in 
magnitude, heterogeneity remained high (T2 = 0.015, I2 = 91.22%).

Discussion
Given the widespread reliance on self-report measures of media 
use across many areas of social science research13–15, the validity 
of these measures is a fundamental concern. Before we can make 
conclusions about media use and the effects thereof, we must be 
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confident that the measures we use accurately reflect the behaviour 
that they are designed to assess5,20. Our findings, however, indicate 
only a modest association between self-reports and usage logs, lead-
ing us to conclude that self-report measures of media use may not 
be a valid stand-in for more objective measures. Notwithstanding 
the potential biases affecting log data5,35,39,40, if these measures are 
taken to be a valid reflection of actual usage5,21,32,41,84, our findings 
raise important concerns about the validity of findings and conclu-
sions across many areas of the social sciences in which self-reported 
media use is a central outcome or explanatory variable.

Although there is no widely accepted threshold for convergent 
validity85,86, given the magnitude of the associations found in this 
meta-analysis, the available evidence suggests that self-reported 
measures should not automatically be considered suitable sub-
stitutes for logs of media use. Our observation of an even smaller 
association between problematic use scales and device logs suggests 
even more caution when adopting measures of problematic use to 
make claims about media usage itself. Moreover, while the results 
show that similar proportions of studies indicate either under- or 
over-reporting, less than 10% of self-reports are within 5% of the 
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equivalent logged value, indicating that, when asked to estimate 
their usage, participants are rarely accurate.

Given the predominance of self-report measures in much of 
communication and media or psychology research5,22,49, the impli-
cations of the non-correspondence between self-reported and 
logged media use measures observed in this study are considerable. 
An important unanswered question is whether the discrepancy is 
indicative of random or systematic measurement error. Some stud-
ies provide support for the argument that self-reports have attenu-
ated effect sizes and increased the likelihood of false negatives49. 
However, a larger number of studies suggest that the (in)accu-
racy of self-reported media use measures may indeed be system-
atic. For instance, multiple studies have found that the accuracy of 
self-reported media use depends, in part, on how much the respon-
dent uses media5,31,37,43. Furthermore, a recent study31 found that the 
degree of inaccuracy was directly related to the respondent’s level 
of well-being. Although our meta-analysis has shown that, across 
studies, the association between logged and reported media use is 
generally insufficient to conclude that the measures are appropri-
ate substitutes, given the information reported in primary studies, 
further investigation is needed to investigate the likely systematic 
nature of this discrepancy.

While more research is needed to understand the effects of the 
discrepancy between self-reported and logged measures of media 
use on the validity of extant findings, given that study conclu-
sions regarding purported negative effects of media use are often 
far-reaching and disconnected from the methods of their pro-
duction, our findings have implications beyond knowledge gen-
eration and methodological practices. Because findings regarding 
media use and well-being have the potential to foment societal or 
policy changes87, concerns about the quality of evidence extend to 
any claims or recommendations made on their basis. The results 
presented herein suggest pause in drawing wide-reaching conclu-
sions—whether these relate to knowledge claims or policy recom-
mendations—from studies relying solely on self-report measures of 
media use.

Although our findings are indicative of poor convergent validity, 
there remains a high level of heterogeneity in effect sizes for correla-
tions involving self-reported usage as well as for the ratio of means 
between logged and self-reported media use. Taken together, this 
indicates that the observed association and degree of over-reporting 
may not be consistent. Various methodological, contextual, partici-
pant or medium-specific factors may impact the degree of align-
ment between self-reports and logged measures of media use. To 
investigate this heterogeneity, we considered whether the findings 
were influenced by relevant methodological factors. The results, 
however, indicate that both the reporting accuracy and the pooled 
correlation were not moderated by the category of use, the popula-
tion involved, the sampling approach or the log collection method. 
Additionally, the form of self-report measure did not affect the 

correlation between logged and self-reported media use measures. 
Our investigation of the moderating effect of different media was, 
however, hampered by the absence of a sufficient number of studies 
measuring both logged and self-reported use within each category. 
For this reason, the results cannot confidently speak to the moderat-
ing effect of the medium on the relationship between self-reported 
and logged measures. The remaining unexplained heterogeneity in 
associations between logged and self-reported media use, and the 
degree to which participants accurately estimate their usage, are 
important avenues for future research. Addressing this gap would 
bring us closer to being able to incorporate knowledge of reporting 
inaccuracies to recalibrate models derived on the basis of self-report 
measures of media use. In contrast to these two assessments, only 
a low level of heterogeneity was observed for correlations involving 
self-reported problematic use. This suggests, firstly, that the weak 
relationship with logged measures of usage is relatively stable across 
comparisons and, secondly, given the differences in observed cor-
relations and heterogeneity between general usage self-reports and 
problematic usage self-reports, that measures of problematic use, 
not unexpectedly, capture constructs distinct from those reflected 
in general media use self-reports.

Notwithstanding that evidence of poor convergent validity is 
indicative of weak construct validity, it is not sufficient to claim 
that a measure is necessarily invalid—just that one or both of the 
measures of interest may not effectively capture the intended con-
struct86. While, at face value, tracking methods provide more accu-
rate and valid measures of media use than self-reports5,21,41,45,84, the 
possibility of biases and inaccuracies in these tracking measures 
cannot be ignored5,35,39,40,49. In addition to technical incompatibilities 
(device or system restrictions and errors), gaps in coverage, possible 
mismatches between the digital traces measured and the constructs 
targeted88,89, variation in accuracy due to system settings, partici-
pant biases (reactivity) and increased resource demands (time, cost 
and participant burden), there are substantial ethical, security and 
privacy-related challenges associated with tracking media use5,40.  
A particular concern with such methods is the possibility that some 
forms of usage tracking may inadvertently log background activities 
as instances of active usage, thereby overestimating active usage5,39. 
Moreover, while the recording accuracy of some tracking tools 
has been validated against external timers, prospective loggers or 
manual recordings45,84, more research is needed to understand the 
accuracy of these tools, especially those developed by third parties 
for general usage.

Despite these potential biases and concerns with logging tech-
niques, we share the belief that, while “client logs may not be per-
fect, they should be more reliable and less biased than self-reports”5. 
Therefore, while our findings represent at their core a substantial 
discrepancy between the two measurement forms, they are also a 
strong signal for the poor validity of self-reports of media use. If 
subsequent research, building on existing validation results45,84, pro-
vides further evidence for the accuracy of media use logs, our con-
clusion that self-reports of media use are biased and inaccurate will 
be further supported. Therefore, just as calls for higher standards of 
evidence have prompted examination of the validity of self-report 
measures of media use, there is a need to further understand the 
validity of logged measures88,89 and continually develop improved 
tools for quantifying media use.

In addition to concerns around the validity of logged data, there 
are other limitations to our review. First, although a number of anal-
yses were conducted to assess potential biases, there remains the 
possibility that various publication biases may have had an impact 
on the targeted literature base, potentially influencing our study 
outcomes. Second, the quality of our synthesis is only as good as 
the quality of evidence in the included studies. While a majority 
of included studies were rated as acceptable in quality, according 
to the Q-SSP checklist, a small number of studies were considered 

Table 2 | Reporting accuracy in subgroup analyses

Moderator k R 95% CI P

Medium

 Social media 5 2.89 0.18–46.04 0.241

 Phone 41 1.07 0.84–1.35 0.574

Self-report category

 Usage duration 35 1.29 1.01–1.66 0.044

 Usage volume 14 0.80 0.57–1.11 0.162

Note: k is the number of included effect size estimates; R is the risk ratio; 95% CI corresponds to 
the R values for individual moderator levels; P corresponds to the subgroup analysis for individual 
moderator levels.
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to be of lower quality. These quality concerns related primarily to 
the sample size and sampling method used in the included studies.  
Although small convenience samples are common in the social  
sciences90, there is a risk that the observed effect sizes could be  
unstable or inflated. An additional concern is the non-normality 
inherent in both self-reported and logged media use measures31,37,51. 
While the majority of included studies did not report the distribu-
tion of these variables (see the Supplementary Information for a 
description of those that did), this likely non-normality may intro-
duce a small positive bias into the included correlation coefficients91. 
A final limitation concerns the heterogeneity of the effect sizes  
present in our sample. Although moderator analyses were conducted 
to investigate this heterogeneity, they were largely inconclusive—
probably owing to the small number of studies present within each  
moderator level. As the literature in this domain expands, future 
work should return to this issue, seeking to understand how the 
accuracy of self-reported media use is contingent on various 
respondent attributes and media characteristics.

Overall, the findings presented herein highlight the substantial 
discrepancy between self-reports of media use and equivalent mea-
sures produced through usage logging techniques. Given our con-
clusion that this discrepancy is also a strong signal for the limited 
construct validity of self-report measures of media use, researchers 
interested in measuring media use are faced with the question of 
how to proceed. To this end, we offer the following recommenda-
tions: First, as others have suggested, it is time for researchers to stop 
pretending that self-reports are accurate indicators of actual behav-
iour5. When reporting findings derived on the basis of self-report 
measures, variables representing media usage should be clearly indi-
cated as self-reported and scholars should adjust their inferences 
and conclusions accordingly. Second, researchers should endeavour 
to use a measure that most closely approximates the behaviour that 
they are targeting. In almost all cases, therefore, researchers should 
use tracking or logging services to measure media usage. Third, 
while statistical approaches cannot resolve all biases and sources of 
error, if research can identify factors that systematically account for 
discrepancies, they can be modelled and used to account for the 
misalignment between self-reported and logged measures of digital 
media use92–94.

Finally, the current findings signal a need for us to reflect on our 
current literature and the measures that underlie its production and, 
on this basis, reconsider our confidence in extant findings. The con-
ceptual tension brought about by our validity concerns should stim-
ulate a drive for theories that have a higher degree of verisimilitude 
and greater utility for addressing important questions facing society 
today. In addition to the need for research on media uses and effects 
to move on from “the repetitive development of self-report assess-
ments”21, as Kaye et al.95, Meier and Reinecke96, Ernala et al.46 and 
Büchi97 discuss, there is a need for a paradigm shift in which specific 
affordances, behaviours and digital practices receive central focus, 
rather than simply the overall duration or volume of usage. Coupled 
with more valid measures and transparent and robust analytical 
practices, such developments will bring us closer to understanding 
the uses and effects that digital media enable.

Methods
Protocol and registration. To pre-register our expectations and methodology,  
our systematic review protocol was made publicly accessible prior to data 
collection42. All materials required to reproduce the results of the study are 
available on the Open Science Framework (https://osf.io/dhx48/). While we 
provide formal exploratory research questions and hypotheses in our study 
protocol, for the sake of brevity, here we simply provide an overview of our  
a priori expectations for the meta-analysis, before outlining the details of our  
data collection and analysis procedures.

Given the accuracy and validity issues with self-report measures of media use, 
we expected the association between self-reported measures of media use and 
measures produced from digital trace data to be positive, but only small to medium 
in magnitude. To understand whether the association between self-reports and 

logged measures is affected by characteristics of the medium or the self-report 
measure, we explored whether it is moderated by (a) the medium (that is, social 
media, smartphones, the internet, computers and gaming), (b) the form of 
self-report measure (that is, a single estimate or a scale) or (c) the category of 
media use (that is, volume of interactions or duration of usage).

In addition to considering associations between measures explicitly concerning 
media usage, acknowledging that, despite concerns over validation procedures98,99 
and questionable relations between the constructs assessed and usage19, scales 
assessing problematic media use (including excessive usage among other 
conceptualizations) are frequently adopted to make claims about media usage 
itself22,23,68, we investigated the association between such measures and logged 
measures of digital media use. For this separate analysis, we also expected the 
association between self-reported measures of problematic media use and usage 
measures produced from digital trace data to be positive but small to medium in 
magnitude.

Our final aim concerned the accuracy of self-report measures, relative to 
equivalent logged measures of digital media use. To this end, we assessed whether 
participants typically under- or over-report their digital media use compared 
with equivalent logged measures. To understand whether there are factors that 
systematically affect accuracy, we investigated whether there is evidence indicating 
that measurement error is systematically related to either the medium or the 
category of media use involved in a comparison.

Eligibility criteria. We restricted inclusion to studies that collected both 
self-reported and logged measures of digital media use. For self-reports, eligible 
scales or single estimates should have either concerned use in general (that 
is, volume or duration) or problematic use (that is, excessive usage or other 
conceptions of problematic use). These self-report and logged measures should 
have concerned use of either social media, games, a mobile phone, the internet 
in general or a computer. For general usage measures, we only considered 
comparisons between self-report measures that concerned either the total or 
average duration (for example, minutes or hours) or volume (for example, number 
of pickups, number of logins, number of phone calls, etc.) of media use and 
equivalent logged measures for the same period (for example, daily, weekly, etc.). 
In addition to these criteria, we restricted inclusion to studies published since 2007 
(inclusive), the initial release year for the iOS operating system (with the release 
of Android the following year), and a time from which use of social networking 
services gained widespread popularity. We also restricted inclusion to studies 
reported in English. While we excluded studies that explicitly targeted clinical 
populations, no further restrictions were placed on participant populations, nor 
were restrictions placed on publication status.

Information sources and search strategy. To identify relevant published studies, 
we conducted an automated search of five broad bibliographic databases: PubMed, 
Scopus, PsychInfo, Communication & Mass Media Complete and the ACM Digital 
Library. To target unpublished (grey) literature, we used the ProQuest Dissertations 
& Theses A&I database. A generic search string was developed in consultation with 
an academic librarian at Stellenbosch University and adjusted as required for each 
database. The search string includes four clauses, with at least one matching term 
required for each clause. The first clause includes terms relating to various forms of 
eligible media (for example, social media OR Internet OR phone OR games, etc.).  
The second and third clauses relate to logged data (for example, server logs OR 
track, etc.) and self-report measures (for example, survey OR self-report OR 
questionnaire, etc.), respectively. The fourth clause includes terms relating to media 
use (for example, use OR usage OR behaviour, etc.). The full search strings (applied 
to the title, abstract and keywords fields or just the abstract field if restricted) and 
search dates are available through the OSF (https://osf.io/dhx48/). In addition to 
the automated search, a manual search was conducted within five relevant journals 
(Human Communication Research; Cyberpsychology, Behavior and Social Networking; 
Communication Methods and Measures; International Journal of Human-Computer 
Studies; Media Psychology). Following assessment for eligibility, the included studies 
were supplemented by ‘backward’ and ‘forward’ search procedures100 using the 
Google Scholar search engine. Finally, we made public calls for relevant unpublished 
data and papers on Twitter (these tweets were viewed approximately 10,000 times) 
and the Psychological Methods Discussion Group on Facebook.

Study selection. After executing the automated search procedure, two authors 
conducted the manual search. Five authors independently screened the  
resulting titles and abstracts against the inclusion criteria. The full texts of  
included studies were then retrieved and screened. Any disagreements were 
discussed, and if needed, an additional author was consulted. Finally, two authors 
conducted forward and backward reference-list searches from the included studies. 
The outcomes of these selection procedures are described at the outset  
of the Results section.

Data collection. Relevant data were extracted from eligible studies and entered 
into a spreadsheet. Elements extracted included publication year, a description 
of the study population involved, study sample size, the source of logged and 
self-reported data, the form of media use recorded, measurement produced  
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(for example, total use, average use, etc.) and the duration for which logged data 
were acquired. To enable the analysis of convergent validity, effect sizes were 
extracted from reported correlation analyses for associations between self-reported 
and logged measures of media use as well as for correlations between problematic 
use and logged measures. For estimates of use, we only included comparisons for 
equivalent actions, time periods and forms (for example, average phone use per 
day, total weekly social media use, daily phone pickups, etc.), while for problematic 
use scales, we included reported associations with logged measures for the duration 
or volume of use for any of the five targeted media (for example, total phone 
time, average phone pickups, etc.). Both Pearson’s product moment correlation 
coefficients (r) and Spearman’s rank-ordered correlation coefficients (rs) were 
extracted.

To analyse under- or over-reporting, we extracted measures of central tendency 
and variability for self-reported estimates that explicitly concern either the 
duration or the volume of media use reported on a continuous scale and logged 
measures for equivalent outcomes. To perform moderator analyses, we coded the 
medium as either ‘phone’, ‘gaming’, ‘social media’, ‘computer’ or ‘internet’. This 
categorization was based on the source of log-tracked data, and in instances in 
which overlap existed (for example, social media on a phone), we coded the most 
specific medium known. Self-report measures were coded to capture one of two 
outcomes (‘use’ or ‘problematic use’), reflect one of two forms (‘scale’ or ‘single 
estimate’), and represent one of two categories of use (‘duration’ or ‘volume’, that is, 
use instances).

If reported data were insufficient to compute the necessary effect sizes, we 
contacted the corresponding authors to request ad hoc analyses or for further 
descriptive statistics. If after two attempts the relevant data were still not 
available, and relevant values were represented in plots in a paper, we used a 
web plot digitizer (WebPlotDigitizer: https://apps.automeris.io/wpd/) to convert 
plotted representations into numeric values. If no response was received from 
corresponding authors and relevant plots were not available to be digitized, the 
comparison was excluded.

Data items. To analyse usage correlations, the analysis only included effect sizes 
for correlations between logged usage and self-report measures that explicitly 
concerned media use. For these analyses, if a study reported correlations for both 
logged overall use (total or average duration or volume) and logged use of specific 
smartphone applications or websites, to avoid nested correlations, we excluded 
correlations involving individual applications or websites and only included 
comparisons for overall indications of use. However, if an otherwise eligible 
comparison was reported and no overall use metric was available, comparisons 
for specific use types were included. Furthermore, if no comparison with overall 
use was reported, with the exception of social media and gaming, we excluded 
comparisons that involved aggregations of different applications or websites 
into higher-level categories (that is, use of navigation applications, use of video 
platforms, use of fitness applications, etc.). To analyse correlations for measures 
concerning problematic use, the analysis only included effect sizes for correlations 
between logged media use and self-reported problematic use. To investigate 
measurement accuracy, we only considered single-point estimates for overall use 
duration or use instances for a given medium that were provided on a continuous 
scale. For this investigation we included relevant reported sample sizes, correlations 
and descriptive statistics (means and standard deviations) for self-reports and 
equivalent log measures.

Quality of evidence assessment. As an addition to our original protocol, to assess 
the quality of evidence in the included studies, we used the Q-SSP checklist81. 
Given shortcomings in many existing assessment tools and mismatches with 
non-medical or experimental research, this checklist, comprising 20 items (item 
and scoring descriptions are available at https://osf.io/5aepd), was developed to 
evaluate the quality of psychological studies adopting survey designs. While our 
targeted body of research typically involves behavioural tracking in addition to 
survey methods, the Q-SSP nonetheless largely covers relevant quality domains 
pertinent to this sample. Where necessary, we amended the items or the scoring 
scheme to fit our scope. An overall quality score, represented as a percentage, is 
derived on the basis of the proportion of ‘yes’ scores out of the total applicable 
items for a given study. Depending on the number of applicable items, studies 
are required to achieve a score of approximately 70% to be rated as ‘acceptable’ 
in quality, while scores less than this threshold suggest that the study may be of 
‘questionable’ quality.

To better suit our specific research context, as is common80, we made a 
number of amendments to the Q-SSP checklist. First, noting that many studies 
in this regard set out objectives or aims rather than specific research questions or 
hypotheses, for item 1 (the reporting of hypotheses or research questions) we also 
accepted the former as eligible statements. For item 11 (the reporting of measures 
in full), we only considered the provision of the self-report measures in the report 
or any supplementary materials. For studies conducted entirely online (that is, 
data collection occurred through MTurk, Prolific or another platform), items 
13 (information about the persons who collected the data) and 14 (information 
about the context of data collection) were coded as not applicable. For item 15 
(information about the duration of data collection), if existing data were provided 

by the participants (that is, through data donation), the not applicable code was 
used. For item 12 (measure validity), given the focus of the present investigation 
and the emphasis on developing an understanding of measurement validity, this 
item was coded as not applicable for all studies. Similarly, for item 19 (participant 
debrief), noting Protogerou and Hagger81, as the included studies did not involve 
any form of participant deception, the not applicable code was also used for all 
studies. Given these amendments, while the original checklist includes between  
16 and 20 items, our checklist could include between 13 and 18 items. Therefore, as 
Protogerou and Hagger81 recommend, we extended the original scoring scheme to 
account for these differences. The final study quality assessment sheet is available 
at https://osf.io/kcshv/. Because two of the 47 papers were included on the basis of 
unpublished raw data received directly from the authors, the quality assessment 
was only conducted for the remaining 45 papers. Three authors independently 
assessed each study using the Q-SSP checklist, with any disagreements resolved 
through discussion.

Summary measures and synthesis of results. All analyses were performed with 
the R statistical programming language (version 4.0.2). A complete list of the 
packages used in the analysis is provided in the analysis code available through 
the OSF (deviating from the protocol, robust variance estimation was conducted 
with the ‘robumeta’ package rather than the ‘metafor’ package as specified). Three 
distinct meta-analyses were conducted. In the first, we focused on correlations 
between self-reported and logged media use. In the second, the analysis concerned 
the degree of under- or over-reporting. In the third, we focused on correlations 
between self-reported problematic use and logged use. For all analyses we adopted 
an a priori statistical significance level of α = 0.05. To account for variance 
inflation resulting from dependent observations for different measures for the 
same participants (that is, some studies provided more than one estimate for the 
meta-analysis), we used cluster-robust variance estimation (RVE) based on the 
sandwich method with adjusted estimators for small samples and a correlated 
effects weighting scheme with the default assumed value of r = 0.80 (refs. 101,102). For 
all moderator analyses, acknowledging that there is no widely accepted minimum 
number of effects required and noting previous recommendations103, we specified a 
minimum requirement of four included effects per moderator level.

For the correlational meta-analyses, to stabilize the variances, raw effect sizes 
were transformed into normalized correlation coefficients (Fisher’s z). Effects 
originally reported as Spearman’s rs were first transformed to Pearson’s r and then 
transformed to Fisher’s z for synthesis with the effect sizes originally reported 
using Pearson’s r. Deviating from our pre-registration in which we had specified 
the use of Gilpin’s104 conversion tables for the transformation from rs to r, we 
used the following equation specified in Rupinski and Dunlap105 to perform this 
transformation and approximate Pearson’s r: r = 2sin(rs(π/6)). For reporting, we 
performed Fisher’s z-to-r transformation106.

For both correlational meta-analyses, we estimated random-effects models 
to calculate overall summary effect sizes. To interpret the outcomes of the 
correlational meta-analyses, in line with Cohen107, we took correlation coefficients 
of 0.1 to be small, 0.30 to be medium, and 0.50 or greater to be large effect sizes, 
respectively. However, noting our aim of investigating convergent validity and 
acknowledging Carlson and Herdman’s86 recommendations, we considered 
correlation coefficients above 0.7 to indicate strong evidence of convergent validity, 
between 0.5 and 0.7 to indicate acceptable convergent validity, and below 0.5 to be 
inadequate to support convergent validity between the two measurement forms.

To investigate measurement accuracy, we first determined the proportion 
of comparisons that are indicative of accurate, under-reported or over-reported 
media use. For this analysis, we used a margin of error of 5% or more above 
the tracked measure to indicate over-reporting, 5% or more below to indicate 
under-reporting and mean estimates within 5% of the logged measure to be 
accurate. To quantify the magnitude of the difference in means produced using 
the different measurement forms, given the within-subjects nature of the analysis 
and the existence of a true ratio scale with a natural zero point106, we calculated 
the log-transformed ratio of means108,109, and estimated the sampling variance 
accounting for the correlation between measurements83. These unitless effect 
sizes were then synthesized by estimating a random effects model and then 
back-transformed for reporting. (This ratio of means is commonly known as the 
response ratio R in ecology research). In this analysis, a value of one corresponds 
to an equal ratio between self-reported and logged measures, while values less than 
one indicate under-reporting and values greater than one indicate over-reporting. 
The magnitude of the outcome represents the ratio of self-reported to logged 
media use.

Risk of bias across studies. To account for study quality and assess potential 
biases due to small-study effects, which can include publication bias, we visually 
inspected funnel plot symmetry and performed Egger’s regression test110,111 for each 
of the three primary meta-analyses. To visualize possible publication bias, we used 
a contour-enhanced funnel plot which superimposes notable areas of statistical 
significance (that is, P = 0.1, P = 0.05 and P = 0.01). An over-representation of 
effect sizes in the highlighted areas is indicative of possible publication biases110. 
As a further sensitivity analysis, if a model included effect sizes reported in 
both peer-reviewed and pre-publication studies, we conducted meta-regression 
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moderator analyses to determine whether effect sizes reported in peer-reviewed 
studies differ from pre-publication studies (for example, preprints, unpublished 
data or papers under review). Finally, as an additional post hoc sensitivity analysis, 
if a model included effect sizes that were included using the web plot digitizer, we 
synthesized the relevant effects excluding these effect sizes to determine whether 
our results were robust to this inclusion method.

Additional analyses. To consider possible sources of heterogeneity in the 
observed correlations and investigate factors that affect the relationship between 
self-reported and logged media use, three categorical moderator analyses were 
conducted. The first concerned the effect of the medium on the correlation (that 
is, whether effects differ between studies investigating correlations for social media 
use, phone use or gaming for instance). The second considered the potential 
moderating effect of the measure category (either usage volume or duration), 
while the third concerned the form of self-report measure (scale or single 
estimate). For each moderator category, in addition to meta-regression models, 
we estimated separate random effects models to produce summary effect sizes for 
each subgroup.

For the analysis of response accuracy, to account for possible sources of 
heterogeneity, we planned two categorical moderator analyses, estimating random 
effects models to produce summary weighted effect sizes for each subgroup. In 
the first, we examined whether the results differed based on the category of use 
estimated (for example, use duration or use volume). In the second, we examined 
whether they differ by the medium.

In addition to these pre-planned moderator analyses, for the analysis of both 
usage correlations and reporting accuracy, three additional post hoc exploratory 
moderator analyses were conducted. In the first, we investigated whether the 
findings were impacted by the population type involved in an analysis. We 
coded the study samples into five population categories: adolescents, adults, 
students, general (the sample includes individuals from multiple populations) 
and unknown. The second additional moderator analysis concerned the method 
through which tracking data were acquired. We coded the tracking methods 
into four categories: third-party tools, built-in tools, custom tools developed for 
research purposes, and operator or platform data. The third post hoc moderator 
analysis concerned the data collection design, and for this analysis, we coded the 
designs into three categories: data donations (that is, participants provided the 
researchers with access to data that had already been collected), direct tracking 
(that is, participants installed a tracking tool as part of the study) and operator 
or platform supplied data (that is, data on participants’ usage were acquired from 
a platform or network operator). Descriptive statistics for the data underlying 
these three additional moderator analyses are available in Extended Data Fig. 3. 
To perform an omnibus test for moderators with more than two levels, following 
Tanner-Smith et al.112 and Pustejovsky113, we performed approximate Hotelling–
Zhang (HTZ) tests with small sample corrections using the ‘club sandwich’ 
package113. Finally, for the analysis of usage correlations and reporting accuracy, 
we ran post hoc multiple moderator analyses in which all a priori moderators 
were included simultaneously in the model. For these analyses, as with the a priori 
moderator analyses, we only included moderator levels with a sufficient number 
of effects available.

Across all of the pre-planned and post hoc moderator analyses, an important 
caveat merits noting. While we follow standard procedures, the statistical power of 
the moderator analyses is limited by the quantity of available evidence reported in 
primary studies. For this reason, while the results provide an accurate summary of 
current knowledge, we encourage caution in their interpretation.

For the three primary meta-analyses, to examine the variance and 
heterogeneity among effects, we computed Q and I2, interpreting statistically 
significant Q values to indicate heterogeneity and I2 values of approximately 25%, 
50% and 75% to indicate low, moderate and high heterogeneity, respectively. To 
determine whether the analyses were impacted by any outliers, we conducted 
outlier and influence diagnostics for the original models (that is, Cook’s distance, 
covariance ratios and diagonal elements of the hat matrix) using the ‘metafor’ 
package83 and performed leave-one-out sensitivity re-analyses without any 
identified outliers. Equivalence testing using the two one-sided test (TOST) 
procedure was also applied to assess evidence for the absence of meaningful effects. 
A smallest effect size of interest of r = 0.1 was used to determine equivalence 
bounds (that is, a lower bound of −0.1 and a higher bound of 0.1). The results of 
the TOST procedure are presented in the Supplementary Information.

Reporting summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The raw and processed data are available on the Open Science Framework 
website (https://osf.io/dhx48/). These data include all extracted effect sizes, study 
descriptives and descriptive statistics. In cases where raw data were provided 
by study authors, as with all included studies, we only provide the necessary 
descriptive statistics and effective sizes used to compute the summary statistics in 
the meta-analyses, but do not share these original authors’ data. The data have been 
assigned a unique identifier: https://doi.org/10.17605/OSF.IO/JS6YE.

Code availability
The code (written in the R statistical language) used to analyse the relevant data  
is provided on the Open Science Framework website (https://osf.io/dhx48/).  
All materials needed to reproduce the analyses are available at this link.
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Extended Data Fig. 1 | Digital media usage post hoc moderator and subgroup analyses. Note: k: number of separate effect sizes included for the 
moderator level; r = Pearson correlation coefficient; F values correspond to the Approximate Hotelling-Zhang with small sample correction omnibus tests 
for moderators with more than two levels; 95% CI corresponds to the r values for individual moderator levels; p corresponds to the F value for moderators 
or the subgroup analysis for individual moderator levels. *This analysis did not include the adolescent population group as only two effect sizes were 
available. †This analysis did not include the other category as only a single effect size was available.
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Extended Data Fig. 2 | Reporting accuracy post hoc moderator and subgroup analyses. Note: k: number of separate effect sizes included for the 
moderator level; R = response ratio; Exp(𝛽) = exponential transformation of metaregression coefficient from a model in which a categorical moderator 
with two levels was entered as a predictor. F values correspond to the Approximate Hotelling-Zhang with small sample correction omnibus tests for 
moderators with more than two levels; 95% CI corresponds to the r values for individual moderator levels; p corresponds to the F value for moderators or 
the subgroup analysis for individual moderator levels. *This analysis did not include the adolescent population category, the general population category 
and the unknown population category as only two, one, and three effect sizes were available, respectively.
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Extended Data Fig. 3 | Descriptive statistics for additional post hoc moderator analyses. Note: k: number of included effect sizes. *: One study used both 
a built-in tool and a third-party tool.

NATuRe HuMAN BeHAvIouR | www.nature.com/nathumbehav

http://www.nature.com/nathumbehav


1

nature research  |  reporting sum
m

ary
April 2020

Corresponding author(s): Douglas A. Parry

Last updated by author(s): Mar 15, 2021

Reporting Summary
Nature Research wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency 
in reporting. For further information on Nature Research policies, see our Editorial Policies and the Editorial Policy Checklist.

Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection For this systematic review and meta-analysis, the full search strategy including specific search terms and limits applied to search each of the 
databases has been provided in the methodology section, with further supplementary information available in the study protocol and on the 
Open Science Framework (https://osf.io/dhx48/). Zotero software was used to manage downloaded records shared between authors. A 
Google sheet, shared between authors, was used to extract elements from each eligible record. This data extraction sheet is provided, along 
with the clean data, on the Open Science Framework.

Data analysis All analyses were performed with the R statistical programming language (v. 4.0.2). The code can be found on the Open Science Framework 
((https://osf.io/dhx48/) and is linked in the manuscript. Primary synthesis was conducted using the metafor and robumeta packages, with data 
processing conducted using the tidyverse set of packages. In addition to the Open Science Framework, the data analysis code are available in 
a public repository hosted on GitHub (https://github.com/dougaparry/Media_use_meta)

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A list of figures that have associated raw data 
- A description of any restrictions on data availability

 The raw and processed data are available on the Open Science Framework website (https://osf.io/dhx48/). These data include all extracted effect sizes, study-



2

nature research  |  reporting sum
m

ary
April 2020

descriptives, and descriptive statistics. In cases where raw data was provided by study authors, as with all included studies, we only provide the necessary 
descriptive statistics and effective sizes used to compute the summary statistics in the meta-analyses, and do not share these original authors’ data. The data have 
been assigned a unique identifier: 10.17605/OSF.IO/JS6YE

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description This article reports a systematic review and meta-analysis. The data are quantitative.

Research sample The study includes a sample of existing literature wherein both self-reported and logged digital media use were recorded. This 
sample includes published literature and unpublished (grey literature). In addition, following calls for relevant unpublished 
manuscripts and datasets, the study also includes summary statistics derived from unpublished datasets (these have been cited in 
the manuscript

Sampling strategy The number of studies included in the three meta-analyses was determined by the literature search and full data availability.

Data collection Eligible records were sampled via database searches (PubMed, Scopus, PsychInfo, Communication & Mass Media Complete, and the 
ACM Digital Library), manual searches of journals (Human Communication Research; Cyberpsychology, Behavior and Social 
Networking; Communication Methods and Measures; International Journal of Human-Computer Studies; Media Psychology), and 
forward and backward reference list searches.

Timing The literature search was conducted on 31 May 2020 with data analysis concluding on 30 September 2020.

Data exclusions Inclusion and exclusion criteria were specified prior to the literature search.  Articles published in languages other than English were 
excluded. Additionally, studies including clinical samples were excluded. Studies published prior to 2007 were excluded.

Non-participation This is not applicable to the present study.

Randomization No randomisation was used in the review.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Human research participants

Clinical data

Dual use research of concern

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging


	A systematic review and meta-analysis of discrepancies between logged and self-reported digital media use
	Results
	Included effect sizes. 
	Correlations between self-reported and logged media use. 
	Impact of moderators on the correlational effect size. 
	Correlations between self-reported problematic and logged media usage. 
	Accuracy of self-report measures. 
	Moderators of reporting accuracy. 

	Discussion
	Methods
	Protocol and registration
	Eligibility criteria
	Information sources and search strategy
	Study selection
	Data collection
	Data items
	Quality of evidence assessment
	Summary measures and synthesis of results
	Risk of bias across studies
	Additional analyses
	Reporting summary

	Acknowledgements
	Fig. 1 PRISMA flow diagram for the study inclusion process.
	Fig. 2 Forest plot of effect sizes for studies included in the meta-analysis for the association between self-reported and logged measures of digital media use.
	Fig. 3 Contour-enhanced funnel plots.
	Fig. 4 Forest plot of effect sizes for studies included in the meta-analysis for the association between self-reported and logged problematic media use.
	Fig. 5 Forest plot of effect sizes for studies included in the meta-analysis for the ratio of means between self-reported and logged measures of digital media use.
	Extended Data Fig. 1 Digital media usage post hoc moderator and subgroup analyses.
	Extended Data Fig. 2 Reporting accuracy post hoc moderator and subgroup analyses.
	Extended Data Fig. 3 Descriptive statistics for additional post hoc moderator analyses.
	Table 1 Digital media usage correlations in moderator and subgroup analyses.
	Table 2 Reporting accuracy in subgroup analyses.




